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Examples of Longitudinal Data and their Applications

Electronic Health 
Record (EHR)

• Substance Abuse
• Mental Health
• Obesity

Financial Data
• Stock crash
• Loan rate
• Credit risk

Social survey data
• Attitude changes
• Behavioral changes

Manufacturing data
• Predictive 

maintenance

Urban data
• Event prediction
• Rental 

management

IoT data
• Stress analysis
• Sleep analysis

News data
• Entity analysis
• Event classification
• Knowledge extraction 
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Predictive Modeling for Longitudinal Data
Input Data

Age, weight, 
blood pressure, 
body temperature 
medicine
Status: Yes

Visit 1

Age, weight, 
blood pressure, 
body temperature 
medicine
Status: No

Visit 3

Age, weight, 
blood pressure, 
body temperature 
medicine
Status: No

Visit 4

2018  2019  2020  2021  2022

?

Prediction of acute 
cardiovascular disease

Visits

Status: ? 

Visit 4+N
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Motivation and Research Goals

In longitudinal study, it is common to see abrupt changes 
that seemingly indicates a discontinuous curve due to 
various reasons.

• Kernel learning is difficult when 
training data is limited.

• Most existing works rely on kernels 
that embeds a continuous/finite 
differentiable functional space.

Challenges with H-D longitudinal data

State 
transition
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Problem Definition

• Goal: Make accurate outcome prediction while accounting for the 
complex, unknown multilevel data correlation.
➢ Learn 𝑝 𝒚|𝑋 ~𝑁 𝝁, Σ , make prediction using 𝝁, estimate correlation using Σ

𝑝 𝒚|𝑋 = ∫ 𝑝 𝒚|𝐟 𝑝 𝐟|𝑋 𝑑𝐟

𝒚|𝐟 ~𝑁 𝐟, 𝜎2𝐼

𝑓~𝑓⊥ + 𝒢𝒫 𝟎, 𝑘𝜃

5
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Proposed Method

𝑓⊥: State-space mean function

𝑓 = 𝑓⊥ + 𝑔𝜃

Decompose the GP into a deterministic mean function and a zero-mean GP with deep kernel 

𝑔𝜃: Inducing Clusters GP

Inducing Clusters
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Inducing Clusters Explained

• Inducing clusters = Inducing points + Interpretation
• Inducing points reduces the computational complexity of GP

• Interpretation cares about the structure of the input data and tries to force 
inducing points to locate at the cluster centers of the input data

Input 
data

Inducing 
clusters

Constraint1. Each input data is 
correlated to one inducing 
cluster

Constraint2. Inducing clusters 
are mutually independent

𝐾𝑋𝑋 𝐾𝑋𝑍

𝐾𝑍𝑍

𝐾𝑋𝑍 is approximately 
row-wise single-entry

𝐾𝑍𝑍 is almost diagonal

Σ =
𝐾𝑋𝑋, 𝐾𝑋𝑍
𝐾𝑋𝑍
𝑇 , 𝐾𝑍𝑍

Σ is SPD
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Constraint ELBO for Proposed Method

we have two intuitions:
1. 𝐾𝑍𝑍, 𝑆 both almost diagonal
2. 𝐾𝑋𝑍, 𝐴𝑆 both almost row-wise single-entry



Center for Big Data Analytics and Discovery Informatics

Artificial Intelligence Research Laboratory

Inducing Clusters Deep Kernel Gaussian Process for Longitudinal DataAAAI24    Paper ID:5357 J Liang et al. 9

Relaxed Constraint ELBO
• Consider redefining the representation of 𝑋 by soft mapping from its closest inducing points

Original: 𝑒 𝑥 = 𝑒𝛾 𝑥      Now: Ƹ𝑒 𝑥 = 𝑠𝑥𝑧∗𝑒 𝑧∗ + 1 − 𝑠𝑥𝑧∗ 𝑒 𝑥
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Theoretical Analysis on Relaxed Constraint ELBO

• Lemma 1. Solution of 𝓛𝟐 is feasible for 𝓛𝟏 when 𝜼 → 𝟎.

• Lemma 2. 𝓛𝟐 converges to 𝓛𝟏 when training data form apparent Mixture 
of Gaussian (MoG) distributions around the latent space 𝒆 𝒳 .

• Lemma 1 defines the worst-case scenario while Lemma 2 defines the 
best-case scenario

ℱ ℒ1

ℱ ℒ2

ℱ ℒ1

ℱ ℒ2

ℒ2 → ℒ1

Cluster structure of training data in latent spaceUnclear Clear

small 𝜂:



Center for Big Data Analytics and Discovery Informatics

Artificial Intelligence Research Laboratory

Inducing Clusters Deep Kernel Gaussian Process for Longitudinal DataAAAI24    Paper ID:5357 J Liang et al. 11

Experiment Questions

• RC1. How does performance of ICDKGP compare with SOTA 
LDA baselines?

• RC2. Can ICDKGP better recover complex correlation structure 
in longitudinal data?

• RC3. To what extent does the performance of ICDKGP depend 
on the mean function and inducing clusters?
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Data sets and Baselines

•Data:
• Simulated data. 
• Three real-world data sets.

•Baselines:
• Conventional longitudinal models: GLMM; GEE
• State-of-the-art longitudinal models: LMLFM; L-DKGPR
• Gaussian Process models: SKIPGP, SVGP, DSVGP

Datasets 𝑵 𝑰 𝑷

Simulated 1600 40 30

SWAN 28405 3300 137

GSS 59599 4510 1553

TADPOLE 8771 1681 24
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Answering RC1.
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Answering RC2.
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Answering RQ3.
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Conclusions & Future Works

• We proposed ICDKGP to handle longitudinal data with smooth/non-
smooth outcomes

• We introduce and formulate inducing clusters, featuring interpretability 
of inducing points related technique.

• Future works
• Show the broad applicability of inducing clusters by applying it to general ML 

problems.
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Thanks for your attention!
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